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Learn about us

As the sole distributor in Southeast Asia for MathWorks Inc,

developer of the MATLAB® and Simulink® family of products,

4\ MathWOrkS’ we provide organizations and businesses with a variety of the
| best tools, products and services to facilitate innovations. Our
clients include many research and development institutes as

well as multinational companies operating in this region.

TechSource Systems currently has offices in Singapore,
Malaysia, Thailand, Vietnam and Philippines, with its

TECH Q headquarters based in Singapore. We are an ISO 9001:2008
certified company and has been awarded the Singapore's
Outstanding Enterprise 2013 Award.
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#NO 1. Computer Software Solutions
for the Language Technical Computing in Southeast Asia.

We are the sole distributor of MATLAB & SIMULINK in Southeast Asia.
Providing organisations and businesses with a variety of the best tools,
products and services to facilitate innovations.

Dynamic Solutions. Life-changing Experiences.

Incorporated in 1996, TechSource Systems is committed to provide quality technology solutions that empower
the engineering and R&D community, providing the ultimate computing environment for technical computation
and embedded deployment including design, simulation, visualisation and implementation.
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Values

Role of Company )) Value in Service )) Results for Customer

Deliver value-added
Enable organisations service.
and businesses with Achieve desire

the best tools, Provide solutions that business end-results.
products and enable research
solutions. accuracy, speed and
precision.
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MathWorks Products

Event-Based Modeling

Real-Time Simulation Verification, Validation,
and Testing and Test

SIMULINK®

Simulation and Model-Based Design

Physical Modeling

Simulation Graphics

and Reporting

Parallel Computing

MATLAB’

The Language of Technical Computing

Database Access
and Reporting

Math, Statistics,

and Ockintalion Application Deployment

Applications

Control Systems

Signal Processing
and Communications

Image Processing
and Computer Vision

Test and
Measurement

Computational
Finance

Computational
Biology

MathWorks offers nearly 100 products for
technical computing and Model-Based
Design. Widely used throughout industry,
government and academia, these
products are accelerating the pace of
discovery, innovation, development, and
learning in engineering and science
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There is always something for everyone, to experience changes.

@ 2

Data Analytics Deep Learning Internet of Things Mechatronics

ti =

Motor and Power Control Rapid Prototyping Hardware in the Loop Wireless
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Introduction to M

R* B

* Phitcha Phitchayanon

* Application Engineer

5uppﬂrted b'}l’ Southeast Asia’s sole distributor of

MATLAB
4\ MathWorks SIMULINK'



What is MATLAB?

* High-level language

* Interactive development
environment

e Used for:

Numerical computation
Data analysis and visualization

Algorithm development and
programming

Application development and
deployment

4 MATLAB R2014b.
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Technical Computing Workflow

Data Analysi
& Modeling

Explore & Discover

S

Software

Algorithm
Development

Develop

Application

ment

I

M:u:

Automate

r Share

Reporting and
Documentation

&2

Outputs for Design

Deployment

MATLAB e
exe C/C++

Java Jdil
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e Goal:

e Study the relationships between fuel economy,

Demo: Fuel Economy Analysis

horsepower, and type of vehicle

e Approach: o
e Access data from Excel 2"“
* Interactively visualize
and explore trends ‘1
* Create a model v
* Document results i —
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Go to MATLAB
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Demo: Fuel Economy Analysis

Explore & Discover

Data Analysis
& Modeling

I

Algorithm

Software Development

Products Used

= MATLAB

= Statistics and Machine
Learning Toolbox

= Curve Fitting Toolbox

Reporting and
Documentation

.doc html

& — x
=
-
Code & Applications

Hardware

Application
Development

Automate

Deployment

MATLAB e
exe C/C++

Java Jdil
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Accessing Data from MATLAB

Access

* Files
* Excel, text, or binary
* Audio and video, image
 Scientific formats and XML

e Applications and languages
e C/C++, Java, FORTRAN
* COM, .NET, shared libraries

* Databases
(Database Toolbox)

e Measurement hardware

* Data acquisition hardware
(Data Acquisition Toolbox)

e Stand-alone instruments and devices
(Instrument Control Toolbox)
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#\ MATLAB R2012b

PLO

New Connect
- v

DATA BOURCES

Database Explorer - dbtoolboxdemo

dbtoolboxdemo * ]

Database Browser

£ » toy_store v

# & inventorytable
# 8 mytable

14 Test & Measurement Too!

File View Tools Desktop Window Help

on e APPS
@ @ [ @ minersom ~ | producttable.stockNumber v|a

+1 ||| productDe... January
L

DATABASE EXPLORER

v | salesvolume.StockNumber
SO0 CRITERIA

i Data Preview
‘ sales_data (15 X 9)

Februsry  March  April May
[Fictorian Doll1400 11100 I %81 862

== |

USBO:1689:874:CU010114:0 (TEKTRONIX.TDS 2024B,CUOL0114,CFOLICT FV2201
Connection
Connection status to usb manufacturer id 1689 (model code 874): Connected
Last identification request on 23-Jun-2011 16:44:05: TEKTRONIX,TDS 20248,CU010114,CF-911CT FVv22.01

Disconnect

Receiving data
> Daatpe  ASCl
~| Dataformat |%c
Size (optional):

1IDN? ¥ Response:

Evaluate in workspace before write datal (TEKTRONIXTDS 20248,.)
Query || wite Read || Export Flush
Action Data Size Format
Connectiny g VISA-USB-0-1689-874-CU010114-0
Write “RST 14 %s\n
Write (Query) “IDN? 15 %s\n
Read (Query datal (TEKTRONIX.TDS 20248..) 149 %
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Data Analysis and Visualization in MATLAB

Explore & Discover

* Built-in engineering and
mathematical functions

* Interpolation, filtering,
smoothing, Fourier analysis

T in{"‘ff’ ,,,..m 2060
 Extensive plotting capabilities .5
e 2-D, 3-D, and volume visualization | e
* Tools for creating custom plots e T




A??E&@DAS
Expanding the Capabilities of MATLAB

Explore & Discover

* MathWorks add-on tools for: '"""""’“‘“‘v""m = |
« Math, statistics, and optimization - 5 e

* Control system design and analysis
* Signal processing and communications

* Image processing and computer vision

* Parallel computing and more... | | -w T —
EE £IEd) @ P Desynmode|Buic. v Form Panel =
* Partner products provide: SR A B
« Additional interfaces L 5 ’
* Domain-specific analysis

e Support for niche applications

Response time: 612 seconds
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Sharing Results from MATLAB

Share

L]
e Automatical Iy generate reports
Plot Data and Model
. .
[ ) P u b I I S h |VI AT LA B fl I e S The resultfrom the Curve Fitting Toolbox has a plet method for displaying the result graphically. We can
choose to display the prediction bounds for the fit.

* Customize reports using T ot e, o s, s 05,
MATLAB Report Generator e (910, “Tanesegier, T, Gotort, [0 15 01}

e Package as an app or
a custom toolbox

* Deploy applications to _
Other enViron ments DD 1DID 260 BDID . 460 SDID EaD 700
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Packaging and Sharing MATLAB Apps

* MATLAB apps

* Interactive applications to perform
technical computing tasks

* Displayed in apps gallery

* Included in many MATLAB products e

* Package your own app
* Create single file for distribution ~—__ |-

and installation into gallery

* Packaging tool:
* Automatically includes all necessary files
* Documents required products
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Deploying Applications with MATLAB

= Give MATLAB code to other users

— MATLAB apps
= Share applications with end users = ¥
who do not need MATLAB mateae [ marias

Builder EX Builder JA

— Stand-alone executables
— Shared libraries
— Software components

oduction to MATLAB
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Sharing Standalone Applications

Application Author

MATLAB

Toolboxes

MATLAB
\ Application

\e) MATLAB Compiler End User
1+ Standalone Excel
Qﬁ» Application

MATLAB 8
Runtime
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Using MATLAB

* High-level language
* Native support for vector and matrix operations
* Built-in math and visualization functions

* Development environment
* Interactive and easy to get started
* |deal for iterative exploration and design

e Technical computing platform

e Add-on products for a range of application areas
(e.g., signal processing and communications, image and video processing, control systems, test and
measurement)
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* James Ang

* Principal Applications
Engineer

* james.ang@techsource-asia.com

4\

Southeast Asia’s sole distributor of

MATLAB
SIMULINK"




Agenda

Introduction to Machine Learning
* Overview of Machine Learning
* Machine Learning Algorithms
* Demo: Detecting Human Activity

Introduction to Deep Learning
e Why Deep Learning

 Deep Learning vs Machine Learning
 Demo: Object classification with ALEXNET

Key takeaways

Q&A

/
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Artificial Intelligence (Al), Machine Learning
(ML), and Deep Learning (DL)

A subfield of machine learning that uses multi-
layer neural networks in the architecture
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Machine Learning

Most common tool for Data analytics modelling

WEEENIG

Use features in the data and to create a predictive model
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Used Across many Application Areas

Image & Video
Processing

Tumor Detection, Predictive Pattern. | Load, Price
Drug Discovery Maintenance & Recognition Forecasting, Trading
Forecasting
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Motivation for Machine Learning

* Do you want to create a model of a system?
- Understand dynamics
- Predict Outputs

* How do you create model?
- Develop an equation
* Takes time to develop, sometimes
even years
* Unknown if there is actually an
equation at all

* Another option, Machine Learning
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Overview - Machine Learning

Types of Learning Categories of Algorithms

Unsupervised

: Clustering
Learning

Group and
interpret data

Machine gased only on input
. ata
Learning
: Classification
Supervised
Learning

Develop predictive Regression

model based on
both input and
output data



Unsupervised Learning

Clustering

k-Means, Fuzzy C-

|

Means
N
Hierarchical
J
)
Neural Networks
J

Gaussian Mixture

Hidden Markov
Model
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Supervised Learning

Regression

- T

Neural Decision Trees Ensemble Non-linear Linear
Networks Methods reg. (GLM, Regression

Logistic)

Classification

7 N

Support Vector Discriminant Naive Baves Nearest
Machines Analysis y Neighbor
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Supervised Learning Workflow

Train: Iterate till you find the best model

F

r

PREPROCESS

SUPERVISED ) : MODEL R
DATA

LEARNING

. FILTERS PCA ' CLASSIFICATION

SUMMARY CLUSTER
STATISTICS  ANALYSIS

REGRESSION

Predict: Integrate trained models into applications

a NEW h : PREPROCESS R : MODEL b : PREDICTION b
DATA DATA

-a "~
= 1T
o SR INW—
' FILTERS PCA s Y
SUMMARY  CLUSTER
STATISTICS '

ANALYSIS
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Machine Learning

Machine learning uses data and produces a program to perform a task
Task: Human Activity Detection

Machine
Learnin

g

Machi
model = < ieaming >(sensor_data,

Algorithm

activity)
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Demo 1. Human Activity Learning Using
Mobile Phone Data

Objective: Train a classifier to classify human
activity from sensor data

Data:

2~ i W W Wl |

Predictors 3-AxialAccelerometer
and Gyroscope

Activity: k. 4o o 4t ®
HEY =
Approach:

* Extract features from raw sensor signals
* Train and compare classifiers
e Test results on new sensor data

Response




rain a Model with the Classification Learner
PP

Classification Learner App with data:
Step 1

a2 1. Data import and
Cross-validation setup

Step 2 Step 3

Select dataset from MATLAB workspace. Select predictors and response. Define validation method.

T_mean Mame Type Range Import as
Iif:v \Wmean_total_acc_x_t... double -0.3707 .. 1.05533  Predictor B 5
Wmean_total_ace_y_t_. double _0.494512 _1.005.. Predictor Select a number of folds (or dmsms)h_: partition tned;ta
rawSensorDataTrain (Wmean_total_acc_z t.. double -0.988372 .. 0.977... Predictor g‘r‘r:u;::nr’f;; h’zg :::n‘; :J“Tn ;D‘;;:';m%sum:t:;?;:ms
:WY_WW_X_:’B!" Wmean_body_gyro_x... double -0.914161 .. 0.790... Predictor The app tests each model performance using the data
nﬁjﬂjﬁ: [mean_body_gyro_y... double 0351087 0.485... Predictor inside the fold, then calculates the average test error over
e ot s bl 0470484 rscr ol e
total_acc_y_train \Wstd_total_acc_x_train double 0.00134528 .. 0.6... Predictor - - - -
total_acc_z_train Wstd_total_acc_y_train double 0.00151608 .. 0.3... Predictor
Wstd_total_scc_z_train double 0.00288051 . 0.3.. Predictor Select a percentage of the data to use as a test set. The
'Wstd_body_gyro_x_tr... double 0.00169888 . 1.7... Predictor app trains the model on the training set and assesses the
\Wstd_body_gyro_y_tr... double 0.00201112 .. 1.5... Predictor performance with the test set. Since the resulting model is
Wstd_body_gyro_z._tr... double 0.0021924 .. 0.97... Predictor :ﬁfﬂ?g?gﬁ di;”::g" QRIS LB
'Wpca'_total_acc_x_t.. double -13.2982 _ 2.85553 Predictor
\Wpca1_total_acc_y_t... double -5.92044 .. 11.0437 Predictor
'Wpcal_total_ace_z_t... double 121606 .. 10.0782 Predictor
'Wpca1_body_gyro_x . double -8.18752 .. 8.79436 Predictor
'Wpcal_body_gyro_y... double -10.0085 .. 10.9579 Predictor Use all the data for training and compute the error rate on
oy o duve 08108022508 rscr e e
activity categorical 5 unique Response is used to predict new data is likely o be higher.

No Validation

Cross Validation Folds: 5
(@) Use columns as variables

Use rows as variables

Import Data
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VIEW

CEVTTrT

(&) Advanced [T Scatter Piot
4 4 4 @ &
) ) - [T confusion Matrix
Complex  Medium Tree Simple Tree Linear SWM Export Model
Tree [ roc curve -
X CLASSIFIER ‘ TRAINING FLOTS | EXFORT |
cc_x_train | ScatterPlot ‘

¥ History \Wmean_total_acc_y_train Variable on X axis:

i Scatter Plot of humanActivityData

mean_total_acc_z_train Wmean_total_acc_x_train
\Wmean_body_gyro_x_train 1 *.
Wmean_body_gyro_y_train Variable on ¥ axis: .a
.
Wmean_body_gyro_z train Wmean_total_acc_y_train .‘é‘ -
L
[Wstd_total_acc_x_train - *.
Legend
Wstd_total_acc_y.train of
Observation from class o

Wstd_total_acc_z_train ®  Laying © os -

Wstd_body_gyro_ctrain [E Sitting = 0 ‘

\Wstd_body_gyro_y_train (=] ©  ClimbingStairs ; ‘

Wstd_body_gyro_z_train [l S‘ }

[l

Wpcal_total acc_x_train b= .

Whcal_total_acc_y_train Show Classifier Results g\ . . -

Wipcal _total_acc_z_train Classifier Results E 0 : .

Wpcal_body_gyro_x_train = . o
w Current Wpcal_body_gyro_y_train ° ?
Type: Wpcal_body_gyro_z_train
Preset: - L4
Data Transt < Model not trained > -y
Status: Untrained . q

o5f %
0.4 0.2 0 02 04 0.6 08
Wmean_fotal_acc_x_frain

1.

2.

Train a Model with Classification Learner App

Classification Learner App with data:

Step 2

Data import and

Cross-validation setup

Data exploration and
feature selection

ASCENDAS

YSTEMS
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Train a Model with the Classification Learner App

Classification Learner App with data:
Step 3

| Classification Leamer - Sca [F=PE)
120450900

by Advanced Scatter Plot
4 4 =

B e e oo [ - 1. Data import and
i Cross-validation setup

w History Variable on X axis:

o - |
e s ren gy fh 2. Data exploration and
oreontoncim | ‘ 3—“ q feature selection

Sitting
®  ClimbingStairs

train

Gy 1
¥
r

Wmean_fotal_acc_x_train

Qo
©
_l - ’ . -
©
; E . 3. Train multiple models
Show Classifier Resulis | - -
=
©
; i}
Classifier Resulis £ 0 .
= - 3
. ®
w Current model * I}
Typ
Preset . &
Data Transfarmation: None < Model not trained >
Status: Untrained :' * s
a5p %
0.4 0.2 0 02 04 06 08 1
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Train a Model with Classification Learner App

Classification Learner App with data:
Step 3 cont...

Search A 1. Data import and
‘ Cross-validation setup

4 L 4
Complex | MediumTree Simple Tree

Tree

2. Data exploration and
feature selection

SUPPORT VECTOR MACHINES

4 4 4

inear VM Quadratic  Cubic SWM narse
SWM ian .. aussian ... Gau n

MEAREST NEIGHBOR. CLASSIFIERS

4 L 4 4 4

Fine KNN  Medium KNMN Coarse KNN Cosine KNN  Cubic KNN ~ Weighted
KNN

3. Train multiple models

ENSEMELE CLASSIFIERS

+ 4 4 4

Boosted Bagged Subspace  Subspace
Trees Trees Discriminant KHN

4

RUSBoost...
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Train a Model with the Classification Learner App

Classification Learner App with data:
Step 3 cont...

4\ Classiiction Learner [S=SEERE)

CLASSIFICATION LEARNER

b Advanced [T Scater Piot

o2
Import Feature
Data Selection

1. Data import and
Cross-validation setup

E Confusion Matrix

[ Roc curve =

w History

SVM
Linear SVM

Scatter Plot of humanActivityData for: k-Nearest Neighbor

1 5‘;@ 2. Data exploration and
o T feature selection

Tree
Simple Tree

Tree
Medium Tree

train

Tree

C_Y

Complex T 8 I 1
ST 3. Train multiple models
:\ ..
5]
Lo
Fine Gaussian SYM '.
KINM
Fine KNM '.'
el e 0 <
04 02 0 02 04 06 08 1

Wmean_total_acc_x_train
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Train a Model with the Classification Learner App

Classification Learner App with data:

| Step 4

CLASSIFICATION LEARNER

e B [$] ¢ 4 @ [> @ata

-
mport | Feature Fine KNN | Medium KNN Coarse KNN Cosine KNN Train
Data  Selection

1. Data import and
Cross-validation setup

FILE | FEATURES ‘ ‘CLASSIFIER ‘ TRAINING

Data Browser ® | ScatterPlot | Confusion Matrix

* History

Overall Accuracy

— Summarize Confusion Matrix for: k-Nearest Neighbor

bt feature selectio
View percentages per true class 0 o o o r I n

Layin
Tree including True Positive Rates (TPR} ¥ing 0.0% | 0.0% | 0.0% [ 0.0%
Complex Tree 92.9%| | and False Negative Rates (FNR).

SVM Sittin 0 1 42 0
Cubic SYM 96.1 9| 0.0% 0.1% | 3.3% | 0.0%

;VM G STH R () Per predicted class

1ne Gaussian - View percentages per predicted
KMN class including Positive Predictive
Fine KNN 9499%/ | Values (PPV) and False Discovery

Rates (FOR). Siancing| 45 0 0

cmgsan| 0 | ,° o [ 3. Train multiple models

0.0% | 0.0% 0.0% | 9.8%

True class

0.0% | 3.3% | 0.0% 0.0%

o 2. Data exploration and

Type: k-Nearest Neighbor

Preset: Fine KNN Laying  SittingClimbing StaBanding Walking TPR/FNR
Data Transformation: None Predicted class aSSeSSI I I e n

Status: Trained

) Overall .
) 0 0 83 [
¥ Current model View percentages over the entire Walking 0.0% | o0.0% 6.6% 0.0% 4 . M O d e | CO m p arl S O n an d
confusion matrix. Ui U 8% .0%
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Train a Model with Classification Learner App

Classification Learner App with data:
Step 5

1. Data import and
Cross-validation setup

Export Model
W Export the currently selected classifier in the History
list to the workspace to make predictions with new data

"2 Zs::;;nzmn?:::zcted classifier in the History list without 2_ Data exploration and

its training data to the workspace to make predictions with new data

enente ot feature selection

W Generate MATLAE code for training the currently selected
classifier in the History list, including validation predictions

@

Workspace

3. Train multiple models

MName Value Size  Class Bytes
@ trainedClassifier  1x1 ClassificationkNN  1x1  ClassificationKNMN 1198596

4. Model comparison and
assessment

5. Share model




Train a Model with the classification Learner App

Export Model
v Export the currently selected classifier in the History
list to the workspace to make predictions with new data

Export Compact Model
o Export the currently selected classifier in the History list without
its training data to the workspace to make predictions with new data

Classification Learner App with data:
Step 5 Cont...

1. Data import and
Cross-validation setup

2. Data exploration and
feature selection

Generate Code
v Generate MATLAE code for training the currently selected
dassifier in the History list, including validation predictions

function [trainedClassifier,

validationAccuracy] = trainClassifier (datasetTable)

g

% Extract predictors and response

predictorNames = {'Wmean_total_acc_x_train',
predictors = datasetTable (:,predictorNames);
predictors = tableZarray(varfun(@double,

response = datasetTable.activity’
% Train a classifier

trainedClassifier = fitcknn(predictors, response, 'PredictorNames', {'HWmean_total_acc_x_tr

% Perform cross-validation

partitionedModel = crossval (trainedClassifier, 'EFold', 5);

% Compute validation accuracy

“wvalidationBAccuracy = 1 - kfoldLoss(partitionedModel, 'LossFun', 'ClassifError'):

predictors)):

‘Wmean_total_acc_y_train', 'Wmean_total_acc_z

T

%% Uncomment this section to compute walidation predictions and scores:
% % Compute validation predictions and scores

%

[validationPredictions,

wvalidationScores]

= kfoldPredict (partitionedModel))

3. Train multiple models

Model comparison and
assessment

5. Share model or
automate process
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Deep Learning

Definition: Deep learning is a machine
learning technique that learns features and
tasks directly from data.

Data can be images, text or sound.

.doc \ \r i
PDF Ji= T H




Why is Deep Learning So Popular Now?

30
22.5

15

Error (%)

7.5

2010 2011 2012 2013 2014 2015

J

Y Y

. . Souice: ILSVRC Top-5 Error on ImageNet
machine learning deep learning
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Factors promoting Deep Learning

Big Data

G

High-Performance
Computing

Lo &

60x Faster Training in 3 Years

70
&0
50
g
| N AlexNet VGG-16  ResNet-50  ResNet-101
a2 PRETRAINED PRETRAINED PRETRAINED MODEL PRETRAINED MODEL
. MODEL MODEL
TensorFlow-
’ Caffe GooglLeNet o
o LN I - IMPORTER PRETRAINED Keras IncMeg):leoLr; v3
2013 2014 2015 MODEL IMPORTER



/ ASCENDAS
SYSTEMS

Machine Learning vs Deep Learning

Traditional Machine Learning approach

Traditional Feature Extraction Classification

’ Machine

Learning

Convolutional Neural Network (CNN)

Dog v
End-to-end learning Boy *
®

®
Bicycle*

Feature learning + Classification




Machine Learning vs Deep Learning

Question: Machine Learning or Deep Learning?

Machine Learning

Deep Learning

N

\

Training dataset Small Large
Choose your own features | Yes No

# of classifiers available Many Few
Training time Short Long

/ ASCENDAS
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Multilayer Neural Network

| e 4
s 4
Inputs  @u— Outputs
O—
| e 4
Input Layer Output Layer

Hidden Layers



ALEXNET

Input Image Image — Features Features — Classification
' Y
4 N N N N Y )
|HEEEEN
HESSEEREE T /]\
sl _IZ' max (_!G ’
\\
mxnx3 Q
image
- A N A U A N

Input

Convolution, Pooling, and ReLU

\

Fully
Connected

Softmax Output

>
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Classification with 11 lines of codes

[ee)

5% Get Webcam

. . 4 Figure 1 — O X
Webcamlnfo = WebcamllSt; Eile Edit View Insert Tools Desktop Window Help N~
vid = webcam(webcaminfo{2}); Nede | 208 K [E
% preview (vid) water bottle

$% Define Alexnet

net = alexnet;
150

while true s

im = snapshot (vid); 250
image (im) 300
im = imresize (im, [227 2271); 350 F
label = classify(net,im); mo"

title(string(label)) 450
drawnow - 100 200 300 400 o 600

end




Additional Resources

Documentation

Documentation

CONTENTS Close

< All Progucts.

Machine Learning

Supenised, unsupenvised, and ensemble learning
« Statistics and Machine Learning o

Toolbox

Exploratory Data Analysis its decision-making performance

Probability Distributions In supenvised learning, each hasa

Search R2015a Documentation

The aim of machine leaming is to build a model that makes decisions based an evidence in the presence of uncertainty. As adaptive
algorithms identify pattems in data, a computer “leams” from the obsenvations. When exposed to more observations, the computer improves

response orlabel. C

Hypothesis Tests

leaming
predict responses.

Regression and ANOVA

Machine Learning

variable include pattern
microarray data reduction. The Statistics and Machine Learning Toolbox

Supenised Learning

In unsupenised leaming, observations are uniabeled. The goal s to leam the structure ofthe data, such as revealing natural clusters or
inimages and gene expression profiles, identification of crime hot spots, and

I ASCENDAS
SYSTEMS
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Overview  Examples

umentation ~ Q

, Contactssles § Trial software

& Tiial Software  § Product Updates

I e .
R2015a Explore Products for Machine Learning

Statistics and Machine Leamning Toolbox™
Machine Learning with MATLAB Webina e
Learn how to get started using machine leaming tools to
detect pattens and build predictive models from your data

Computer Vision System Toolbox™
Fuzzy Logic Toolbox™

models learn to predict a discrete class set:
given new predictor data, and regression models leam to predict continuous responses. Applications include spam filters, stock price
forecasts, advertisement recommendation systems, and image and speech recognition. The Statistics and Machine Leaming Toolbox™
comprise a stream-lined, object framewaork to train a variety of algorithms efficiently, assess models, and

® Watch video

ncluge ang Machine learning algorithms use computational methods to ‘leam” information directly from data without

Unsupervised Leaming k-means clustering, and principal component analysis.

Ensemble Learning i i )
Machine Learning Basics
Wultivariate Data Analysis
Steps in Supervised Learning
cl of C lgorith

Industrial Stafistics
Overview

Speed Up Statistical Computati
peedlp Sistisicsl Computations What Are Classification Trees and Regression Trees?

< Course Schedule

Supenvised Learning

Prerequisites
Regression, support vector machines, parametric and nonp:

Unsupervised Learning MATLAB Fundementals

Clustering, Gaussian mixure models, hidden Markov model:

Ensemble Learning

Ensembles for boosting, bagging, or random subspace  See detailed course outline

learning

MATLAB and Simulink Training

Course Offerings

assuming a predetermined equation as a model. They can adaptively improve their performance as you increase
the number of samples available for learning

kd in applications such as computational finance (credit scoring and

hg and computer vision (face recognition, object detection, object

or detection, drug discovery, and DNA sequencing), eneray production
lguage processing, speech and image recognition, and advertising and

Course Schedule  Online Training  Training At Your Facility ~ Certification ~ More «

data analytics, which deals with developing data-driven insights for better

Machine Learning with MATLAB

hine learning models are deployed to the web or databases, or they are
This one-day course focuses on data analyfics and machine learning techi in-demand analytics.
Learning Toolbox™ and Neural Network Teolbox™. The course demonstra
sets and supervised learning to build predictive models. Examples and exe

Topics include

Organizing and preprocessing data Classification Resources

Clustering data

categories. This can help you more accurately analyze and visualize Classification Leamer App

Creating classification models Introductory Classification Examples

Classification on MATLAB Answers

Interpreting and evaluating models S such as credit scoring, tumor detection, and face recognition

fication include support vector machine (SVM), boosted and bagged
e Bayes, discriminant analysis, logistic regression, and neural networks.

Simplifying data sets

+ Using ensembles to improve model performance

Training
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Working with Simulink

Collaboration ) Modeling

U

1. Tips for model navigation and editing

> Collaboration

2. Model simulation, analysis and debugging during and after simulation.
3. Model management and collaborative development tools
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