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What is Deep Learning?
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Deep learning is a type of machine learning in which a model learns to
perform tasks directly from image, time-series or text data.

Deep learning is usually implemented using a neural network
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Example 1: Object recognition using deep learning

chin i (55.40%) Training  Millions of images from 1000
(GPU) different categories

mitten (0.58 %)

Prediction Real-time object recognition using

a webcam connected to a laptop
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Example 2: Detection and localization using deep learning

Regions with Convolutional Neural
Network Features (R-CNN)

Semantic Segmentation using SegNet



4\ MathWorks

Example 3: Analyzing signal data using deep learning

dit View Insert Jools Desktop W
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Actual: WalkingUpstairs | 02 - =7 v ) A= N =
Estimated: WalkingUpstairs = 2000 4000 6000 8000 10000 12000 14000

Signal Classification using LSTMs Speech Recognition using CNNs
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Agenda

‘\ Why deep learning?

Fashion MNIST: The “"Hello, World!" of deep learning

Transfer learning with CNNs

(optional) Semantic segmentation

(optional) Deep learning with time series data

Ground Truth Labeling for datasets

Everything else in deep learning...



4\ MathWorks

Diverse Applications of Deep Learning

Iris Recognition — 99.4% accuracy’

MatConvnet

Rain Detection and Removal3

Test image Proposals ACF d ions repr d Proposals Scores threshold Final detections
generation  in the test image by green operation and CNN
with ACF bounding boxes and the classification

corresponding scores

Human Aware Navigation for Robots?

1. Source: An experimental study of deep convolutional features for iris recognition Signal Processing in Medicine and Biology Symposium (SPMB), 2016 IEEE
Shervin Minaee ; Amirali Abdolrashidiy ; Yao Wang; An experimental study of deep convolutional features for iris recognition
2. "A Real-Time Pedestrian Detector using Deep Learning for Human-Aware Navigation"” David Ribeiro, Andre Mateus, Jacinto C. Nascimento, and Pedro Miraldo
3. Deep Joint Rain Detection and Removal from a Single Image" Wenhan Yang, Robby T. Tan, Jiashi Feng, Jiaying Liu, Zongming Guo, and Shuicheng Yan 8
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Why Is Deep Learning So Popular Now?
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Source: ILSVRC Top-5 Error on ImageNet 9



Deep Learning Enablers

Increased GPU acceleration

World-class models

Labeled public datasets

AlexNet

PRETRAINED
MODEL

Caffe

IMPORTER
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60x Faster Training in 3 Years
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Machine Learning vs Deep Learning
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Deep learning performs end-to-end learning by learning features, representations and tasks directly
from images, text and sound

Deep learning algorithms also scale with data — traditional machine learning saturates

Machine Learning

I MANUAL FEATURE EXTRACTION CLASSIFICATION

% MACHINE LEARNING

\ Deep Learning

CARv

TRUCK X

BICYCLE X

~N

CONVOLUTIONAL NEURAL NETWORK (CNN])

LEARNED FEATURES

95%
3%

CARv

TRUCK X

BICYCLE X
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Deep Learning Workflow

ACCESS AND EXPLORE LABEL AND PREPROCESS DEVELOP PREDICTIVE INTEGRATE MODELS WITH

MODELS SYSTEMS

DATA DATA

Data Augmentation/ Hardware-Accelerated Desktop Apps

Transformation Training
Probability

[
=
=
m

Files

Enterprise Scale Systems

Java
& MATEAB
C/C++

Python

Databases Labeling Automation

. ) e

Network Visualization Embedded Devices and
Hardware

=

Mod:ls ) . ‘ . ‘
( i e =2

Import Reference

Sensors
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Agenda

‘\ Why deep learning?

Fashion MNIST: The “"Hello, World!" of deep learning

Transfer learning with CNNs

(optional) Semantic segmentation

(optional) Deep learning with time series data

Ground Truth Labeling for datasets

Everything else in deep learning...
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Fashion-MNIST Dataset

A collection if items

What? such as bags, shoes,
etc.
Benchmark machin
Why? enchma achine
learning algorithms
60,000 training images
f? )
RIS (e 10,000 test images
Best results? 96.3% accuracy
Sources:  https//qgithub.com/zalandoresearch/fashion-mnist
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https://github.com/zalandoresearch/fashion-mnist
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Convolutional Neural Networks (CNN)
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Long Short Term Memory Networks

= Recurrent Neural Network that carries a memory cell throughout the

process

= Sequence Problems
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Numeric
Data

Types of Datasets

Time Series/
Text Data

Image
Data

ID  WC_TA RE_TA EBIT_TA MVE_BVTD S_TA Industry Rating

62394 0.013 0.104 0.036 0.447 0.142 3 BB
48608 0.232 0.335 0.062 1.969 0.281 8 A
42444 0.311 0.367 0.074 1.935 0.366 1A
48631 0.194 0.263  0.062 1.017 0.228 4 BBB
43768 0.121 0.413  0.057 3.647 0.466 12 AAA
39255 -0.117 -0.799 0.01 0.179 0.082 4 CCC
62236 0.087 0.158  0.049 0.816 0.324 2 BBB
39354 0.005 0.181 0.034 2.597 0.388 7 AA
40326 0.47 0.752 0.07 11.596 1.12 8 AAA
51681 0.11 0.337  0.045 3.835 0.812 4 AAA

Machine Learning or
LSTM

rr--——w—ﬁh—-— v

oy~ i b ]

English v Sentiment v Graphical v
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| ne f@?’,‘?",‘,",‘fﬁ in Madrid on March 4, The
ranasoric Lumix outtre*Canon]*camena]
1 all_ All | want when taking photos is point it and then just press the

O M— — ¥ =
for me. Besides. | have had a TN | customer) [ s_q»r‘{lrt;_ovf experience,

button. For only 200 doliars, a

| 28

{78 9
[ John Faraday| vas

RESET D

LSTM or CNN
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Agenda

Why deep learning?

‘\ Fashion MNIST: The “Hello, World!" of deep learning

Transfer learning with CNNs

(optional) Semantic segmentation

(optional) Deep learning with time series data

Ground Truth Labeling for datasets

Everything else in deep learning...
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Agenda

Why deep learning?

Fashion MNIST: The “Hello, World!" of deep learning

‘\ Transfer learning with CNNs

(optional) Semantic segmentation

(optional) Deep learning with time series data

Ground Truth Labeling for datasets

Everything else in deep learning...
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Two Approaches for Deep Learning

1. Train a Deep Neural Network from Scratch
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LEARNED FEATURES

&
.
OD:SO

[

O ONAL A O CAR v
Al TRUCK X
:
BICYCLE X

2. Fine-tune a pre-trained model (transfer learning)

FINE-TUNE NETWORK WEIGHTS

{ J [ m CAT v
PRE-TRAINED CNN NEW TASK
DOG X
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Transfer Learning Workflow

Load pretrained network

Early layers learn low- Last layers
level features (edges, learn task-
blobs, colors) specific features

i i

1 million images
1000s classes

4\ MathWorks
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Transfer Learning Workflow

Replace final layers

New layers learn
features specific
to your data

——

Fewer classes
Learn faster

‘ MathWorks:
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Transfer Learning Workflow

Train network

Training images

Training options

100s images
10s classes

‘ MathWorks:
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Transfer Learning Workflow

Predict and
network ac

}

assess
curacy

Test images

Trained Network

‘ MathWorks:
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Transfer Learning Workflow

Deploy results

Probability

‘ MathWorks:
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Transfer Learning Workflow

Load pretrained network Replace final layers Train network Predict and assess Deploy results
. network accuracy

Training images Probability

Early layers that learned Last layers that New layers to learn
low-level features learned task features specific [

Test images

(edges, blobs, colors)  specific features to your data o .
Training options
. . Trained Network
1;8:')'(')‘)” |Images Fewer classes 100s images
S Learn faster 10s classes

26
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Example: Food classifier using deep transfer learning

Caesar salad ——
French fries —
Burgers —_—

Pizza E—

Sushi —

5 Category

Classifier

27



Deep Learning Demo

Image Classification
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Transfer Learning Workflow

Load pretrained network Replace final layers Train network Predict and assess Deploy results
. network accuracy

Training images Probability

Early layers that learned Last layers that New layers to learn
low-level features learned task features specific [

Test images

(edges, blobs, colors)  specific features to your data o .
Training options
. . Trained Network
1;8:')'(')‘)” |Images Fewer classes 100s images
S Learn faster 10s classes
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Why Perform Transfer Learning

= Requires less data and training time

= Reference models (like AlexNet,
VGG-16, VGG-19, Inception-v3) are

great feature extractors

= Leverage best network types from

top researchers
(list of all models)

AlexNet

PRETRAINED
MODEL

Caffe

IMPORTER

VGG-16

PRETRAINED
MODEL

GooglLeNet

PRETRAINED
MODEL

ResNet-50

PRETRAINED MODEL

TensorFlow-

Keras
IMPORTER

ONNX Converter

MODEL CONVERTER

Inception-v3
MODELS

4\ MathWorks
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https://www.mathworks.com/solutions/deep-learning/models.html

Import the Latest Models for Transfer Learning

Pretrained Models*
= AlexNet

« VGG-16

- VGG-19

= GoogLeNet

= Inception-v3

- ResNet-18

- ResNet-50

= ResNet-101

= Inception-resnet-v2
= SqueezeNet

= DenseNet-201

Import Models from Frameworks

- Caffe Model Importer

= TensorFlow-Keras Model Importer

« ONNX Converter (Import and Export)

AlexNet VGG-16 ResNet-50 ResNet-101
PRETRAINED PRETRAINED PRETRAINED MODEL PRETRAINED MODEL
MODEL MODEL
TensorFlow-
Caffe GoogLeNet | e
nception-v
IMPORTER PRETRAINED Keras MODELS
MODEL IMPORTER

* single line of code to access model

&\ MathWorks'
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Integration with Other Frameworks

(inte’l)' MKIESEDINN
/ Library
NVIDIA
Deployment [ gmmdli RN
PyTorch Caffe2 TensorFlow AN
ARM
Compute
I Export
NoasMasosesiaolen

Objective function model

Augmentation

Kmm= N MATLAB and

Optimization

Cognitive Visualization

Toolkit and
Debugging

Core ML Chainer

32



A short recap...
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What we covered in this section...

ure
File Edit View Insert Tools Desktop Window Help
D MIANOPDEL- 2| 0B D

Obijective function model

Transfer learning

e
Rt
U

— Easily modify existing networks with one-line commands

Estimated objective function value
o ° °

- Access large datasets

— Using the imageDatastore ol WA
= Visualize and Analyze Networks

— Using the network Analyzer

- Make training faster = oz

— Freezing the layers

;
b

- Improve training results

— Data augmentation with augmentedimageDataStore

—EE
- B

5

— Automatic parameter selection with Bayesian hyperparameter tuning apepecasgmnter — 0

. 4
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Optional Demo:
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Image or Signal Data

Pause

Actual: WalkingUpstairs

Estimated: WalkingUpstairs

Semantic Segmentation using SegNet Signal Classification using LSTMs

35
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Agenda

Why deep learning?

Fashion MNIST: The “Hello, World!" of deep learning

‘\ Transfer learning with CNNs

(optional) Semantic segmentation

(optional) Deep learning with time series data

Ground Truth Labeling for datasets

Everything else in deep learning...
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Agenda

Why deep learning?

Fashion MNIST: The “Hello, World!" of deep learning

Transfer learning with CNNs

‘\ (optional) Semantic segmentation

(optional) Deep learning with time series data

Ground Truth Labeling for datasets

Everything else in deep learning...
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What is semantic segmentation?
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Original Image

ROI detection

Pixel classification

4\ MathWorks
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Semantic Segmentation

CamVid Dataset
1. Segmentation and Recognition Using Structure from Motion Point Clouds, ECCV 2008

2. Semantic Object Classes in Video: A High-Definition Ground Truth Database ,Pattern Recognition Letters

4\ MathWorks
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Semantic Segmentation Network

Boat

Airplane

Other classes

4\ MathWorks
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Semantic Segmentation Network

4\ MathWorks
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Useful Tools for Semantic Segmentation

Automatically create network structures

— Using segnetlLayers and fcnLayers

° 5 11x2 table
- Handle pixel labels B
classes iou
1 "Sky" 0.9266
— Using the pixelLabelImageDatastore and 2 Boiding' wowsey | do)  Maanarscare
4 "Road”
pixellabelDatastore S Pavement’ | auiising  oe7  o.7sses  o.somen
Pole @8.73166 8.18361 8.51426
- Evaluate network performance ignsysol 76118 6,959 o.44175
— Using evaluateSemanticSegmentation
|

Examples and tutorials to learn concepts

Semantic Segmentation of
Multispectral Images Using
Deep Learning

Train a U-Net convolutional neural
network to perform semantic
segmentation of a multispectral
image with seven channels: three

43
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Agenda

Why deep learning?

Fashion MNIST: The “Hello, World!" of deep learning

‘\ Transfer learning with CNNs

(optional) Semantic segmentation

(optional) Deep learning with time series data

Ground Truth Labeling for datasets

Everything else in deep learning...
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Agenda

Why deep learning?

Fashion MNIST: The “Hello, World!" of deep learning

Transfer learning with CNNs

(optional) Semantic segmentation

‘\ (optional) Deep learning with time series data

Ground Truth Labeling for datasets

Everything else in deep learning...
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| was born in France. | speak
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| was born in France...
[2000 words]

... | speak ?



Time Series Classification (Human Activity Recognition)
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Long short-term memory networks

_ ® ‘® ® ® ® |
+ Dataset is accelerometer and gyroscope  —I— | | i
: : A = A — A— A » A
signals captured with a smartphone éa 3 o (1) ¢ é ¢ ép
- Data is a collection of time series with 9 W -,
channels
X‘ . sequence to one

M

[
Deep % E
g Learning
o f

R

.—
—
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LSTM sequences

N

© 00 ~N o 0o b~ W

Standing Walking

Sequence 1 Sequence 2

Sitting

Sequence (n-1)
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Agenda

Why deep learning?

Fashion MNIST: The “Hello, World!" of deep learning

Transfer learning with CNNs

(optional) Semantic segmentation

‘\ (optional) Deep learning with time series data

Ground Truth Labeling for datasets

Everything else in deep learning...
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Agenda

Why deep learning?

Fashion MNIST: The “Hello, World!" of deep learning

Transfer learning with CNNs

(optional) Semantic segmentation

(optional) Deep learning with time series data

‘\ Ground Truth Labeling for datasets

Everything else in deep learning...
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‘| love to label and
preprocess my data”

~ Said no engineer, ever.
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Ground truth Labeling

& 2sene

e 3aih See Q, Labe Cpegy
73 Rdsacs O I gy
ke
L " Thon LM =X
_| ROl Latel DeNnition 0F_hgbery_coon 20505 |

my data?” e

P o 12
[ | <]
P s -
P g |
P o 1<
b o
4\ Ground Truth Labeler X
& Zoomin (7] Defaut Layou @ D $3
4 200mOU 3 Show ROt Labels
Settngs  Run Undo Ry Accept Cancel
&) pan 23 Shaw Scena Labels: iy )
o Moo vew s=rmae L — cose ~ o =
Sewnw Kol Osfinitivw ROI Label Definition 01_city_c2s_fow_10smpd Point Tracker
gt Oreses e ite o Boene Labele ROl Selection: You can select ROIs to track belore or
— * 1Sunny after entesing Aulomation mode. To select befare:
— automation, cick one RO, o for muiple ROIs, use.
ew App for SR |52
»
Run' Click Run 10 irack the selected ROIs over the:
roun ru =
. Review and Modify. Use playback controis to review
abeling e
2 f ¥youate pot it he
Scene Label Defintion e kUi ik Se sy
. - ‘lgofifvm settngs, and then Run again The
gt Tracker 1s deal for short itervals. If the tracker veers
abel pixels - e
cceptGancel When you afe salisfied wih resis,
click Accept and retum to manual labeiing. Click
Gancel i retum 0 manal labeing without sawng
. 435000 0435000 10.2000¢ (2000 ][] (][] | Zoom Out Time nferval
segmentation - T AT

Data
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Attributes and Sublabels

RO Label Definition

Attribute

]:“[} Label EEP Sublabel Eﬁ

ROl Label Definition |

b' I.‘.‘}"I:list :_: \q;‘“"" "Ebis‘;maw "a‘mme
. » cyclist i
F  bicycle o e h:
» vehicle [l
F wvehicle B

| SceneLabel Definition |
‘EE:T‘ Define new scene label

Current Frame Add Label

Time Interval Remove Label

To label a scene, you must first define a

bicycle

—0

00.00000
Start Time:

| vippedtracking.mp4

0465873

Current

| Attributes and Sublabels |

58.69995
End Time

58.69995

Max Time

(] [ 1 o o

Zoom In Time Interval

— Aftributes
Attributes for cyclist:
bikeType

action

o

Attrnibutes and Sublabels |

Attributes

Attributes for cyclist:

bikeType bicycle -

action

4\ MathWorks

NEW in
R2018a
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Agenda

Why deep learning?

Fashion MNIST: The “Hello, World!" of deep learning

Transfer learning with CNNs

(optional) Semantic segmentation

(optional) Deep learning with time series data

‘\ Ground Truth Labeling for datasets

Everything else in deep learning...
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Agenda

Why deep learning?

Fashion MNIST: The “Hello, World!" of deep learning

Transfer learning with CNNs

(optional) Semantic segmentation

(optional) Deep learning with time series data

Ground Truth Labeling for datasets

‘\ Everything else in deep learning...
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Training Performance and Scalability




Deep Learning on CPU, GPU, Multi-GPU and Clusters

= =
= e
Je RIE]
N £
Single Single CPU
CPU Single GPU

How TO TARGET?

opts = trainingOptions('sgdm’',
'MaxEpochs', 100,
'MiniBatchSize', 250, ...
'InitiallLearnRate', 0.00005, ...

'ExecutionEnvironment', 'auto' );

opts = trainingOptions('sgdm',
'MaxEpochs', 100, ...
'MiniBatchSize', 250, ...
'InitialLearnRate’', 0.00005,

'ExecutionEnvironment', 'multi-gpu' );
|

|¥ t“"-tl [ N
éfﬁ;hgl I.;!I!!

On-prem server with Cloud GPUs
GPUs (AWS)

opts = trainingOptions('sgdm',
'MaxEpochs', 100, ...
'MiniBatchSize', 250, ...
'InitialLearnRate', 0.00005,

'"ExecutionEnvironment', 'parallel' );
]

4\ MathWorks
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Inference Performance and Deployment
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Using Coder Products with Deep Learning

ASEESESE TR
—_ i | ' NVIDIA
i L5 = e
S 5 é P o . dle =
= AN - o < 1 6R o :
N
P

]/ Access Data 1 ] Preprocess \ ] Select Network J ]

Deep
Processing Learning
Toolbox Toolbox

Image

Parallel Coder
Computing Products

Toolbox

Acquisition
Toolbox

Computer

Vision System
Toolbox
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Integrate Deep Learning within Systems

r 0
- o
For k=1:max
% = fft(dat
v = 20*logl
N .

. )

Embedded Hardware

« b
MATLAB

|

l

-
for

k=1:max
fft (dat
20*1logl

kil

X
v
» Option 1
« Option 2
NEXT

( A w
| ’
-
| F For k=1:max
x = f££ft (dat
v = 20*%logl
s Option 1
J\r JN « Option 2
T [ nEXT |
- : »

Enterprise Systems

4\ MathWorks
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Deploying Deep Learning Models for Inference R2018a
. t l Intel
(In el/ MKL-DNN
Ooce‘ Library
N

‘ _ NVIDIA
Coder GPU Coder 27" TensorRT &
e cuDNN
Products NVIDIA.

Libraries
Deep Learning

Networks
ARM
Compute
Library
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Deploying to Various Targets

. ST
St LS ".‘;'.

6@‘ 0.07% noteb |:.\ ok \\ b :
o o L
) v
| NVIDIA
_,GPU Coder 7 TensorRT &
Products | cuDNN
NVIDIA. Libraries

Deep Learning
Networks

Raspberry Pi board
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With GPU Coder, MATLAB is fast

Single Image Inference (Titan XP, Linux)

250

200

Images/Sec
o
o

—_
o
o

50

ResNet-50

VGG-16

R2018b

GooglLeNet

Faster than TensorFlow,
MXNet, and PyTorch

Intel® Xeon® CPU 3.6 GHz - NVIDIA libraries: CUDA9 - cuDNN 7 - Frameworks: TensorFlow 1.8.0, MXNet 1.2.1, PyTorch 0.3.1

‘ MathWorks:
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Semantic Segmentation

FPS: 0.012235

Running in MATLAB

FPS ::3.238

4\ MathWorks
R2018a

Generated Code from GPU Coder
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MATLAB Production Server is an application server that publishes

4\ MathWorks

MATLAB code as APIs that can be called by other applications

Integrate

7

\

N
Data sources /
applications

=

B- 010

e :
Analytics Development
MATLAB MATLAB
Compiler SDK r k=l:max
x = f£ft(da
y = 20*log
N Z=
Package Code / test
\ y,
4 \
MATLAB Production Server
Worker processes
: Request
: Broker
L J

Scale and secure

Deploy

Access
Enterprise (( )
Application = {RESTfquPI}
= Java C/C++
@ python # W/ NET
L)
Mobile / Web
Application L
©Spotfire’
+ TIBCO Software
~— || |sd#itableau
Aaa— +1+
3 party -rlm Power BI
dashboard

Qlik @
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Other Features
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Define new deep neural network layers

Input
Layer

Data

Previous
Layer

Forward X
Pass

Backward
Pass oL

0x

A
Layer

Forward
Pass

memory

A
Backward
Pass

L

z
aw

Update
Weights
)

Next
Layer

z Forward y
Pass

201/

Output
Layer

G

Calculate
Loss

Backward
oL Pass 9L

dz dy

e e

e Training
T |Targets

function [dLdX, dLdAlpha] = backward(layer, X, Z, dLdZ, memory)
% Backward propagate the derivative of the loss function through
% the layer

dLdX = layer.Alpha .x* dLdZ;
dLdX(X>0) = dLdZ(X>0);

dLdAlpha
dLdAlpha

min(@,X) .* dLdZ;
sum(sum(dLdAlpha,1),2);

&\ MathWorks
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Object Detection Frameworks  R201/a

= Single line of code to train a detector

= |ncludes:
— R-CNN
— Fast R-CNN
— Faster R-CNN

Vv  Create Custom Object Detectors

trainACFObjectDetector Train ACF object detector
trainCascadeObjectDetector Train cascade object detector model
trainFastRCNNObjectDetector Train a Fast R-CNN deep learning object detector
trainFasterRCNNObjectDetector Train a Faster R-CNN deep learning object detector
trainImageCategoryClassifier Train an image category classifier

trainRCNNObjectDetector Train an R-CNN deep learning object detector




Deep learning features overview

= Classification

= Regression *

= Semantic segmentation
= Object detection *

= Scalability *
— Multiple GPUs
— Cluster or cloud

= Custom network layers *

= Import models *

— Caffe
— Keras/TensorFlow

- Data augmentation *
= Hyperparameter tuning *
— Bayesian optimization
= Python4 MATLAB interface *
= LSTM networks *

— Time series, signals, audio

» Custom labeling *

— API for ground-truth labeling
automation

— Superpixels

Data validation *
— Training and testing

* We can cover in more detail outside this presentation

&\ MathWorks
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MATLAB products for deep learning

Required products

Deep Learning Toolbox
Parallel Computing Toolbox
Image Processing Toolbox

= Computer Vision System Toolbox

Optional products

= Statistics and Machine Learning

Toolbox

= Signal Processing Toolbox
= Text Analytics Toolbox
- Wavelet Toolbox

MATLAB Coder

= GPU Coder
= Automated Driving System Toolbox
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|
J\MathWork? can help you do Deep Learning

Free resources

- Guided evaluations with a
MathWorks deep learning
engineer

= Proof-of-concept projects

- Deep learning hands-on
workshop

= Seminars and technical deep
dives

= Deep learning onramp course

More options

Consulting services

Training courses

Technical support

Advanced customer support

Installation, enterprise, and cloud
deployment

Deep Learning Paid Training

4\ MathWorks
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https://matlabacademy.mathworks.com/R2017b/portal.html?course=deeplearning
https://www.mathworks.com/training-schedule/training_classes/show?class_format="Public+Self+Paced"&url=deep-learning-with-matlab
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Consulting — Deep Learning Discovery

Step 1: Project Assessment

Proposal for workflow

Recommendations for
methodology & next steps

Recommendations for tools &
licenses

Tallored slide deck and
presentation

Step 2: Intro to Deep Learning

Presentation of relevant demos
and examples

Starter code samples
Guidance regarding further
training

Pointers for additional technical
support
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Thank you!
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APPENDIX: Extra Slides
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Convolutional Neural Networks

= Train “deep” neural networks on structured data (e.g. images, signals, text)
- Implements Feature Learning: Eliminates need for “hand crafted” features
= Trained using GPUs for performance
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Convolutional Neural Networks

[2] W W 2]
c|l 5 c || S |l § |l 5 £2 | —Flower
gl 5|l o S| & gl & g1 5l o 235 Cu
SREF2— 2 Rl —| 2 |28 .l ... 328 8 —|czis P
w5l g = [lm5|| © 2 |lm|l © ws|l © (&=
SlI=E & |5 =B8] |5 |¥E| 8 5|23 & =53 —>Car
= i= £ = S >a
8 3 : 8 = 8o —>Tree
Input Image
Probability
— s Flower
_— : 0 ] >
Sliding window £ 2
X1 z x 2 |Cup
T 1 58 S
-> | 0 I _>
% * x NN X2 D< £z
HEE 3 5 £ |Car
L = o
Filters HEN X3 3 )
light and dark simple shapes complex shapes shapes (NQGEEIES . = S
used to define a flower . s | T
L 5 S |Tree
-. . . 2
| s

@/ s wm W F:C— FC

Every feature map output is the
result of applying a filter to the image

The new feature map is the next input
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Convolution Layer

= Core building block of a CNN

= Convolve the filters sliding them across the input, computing the dot product
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= Intuition: learn filters that activate when they “see” some specific feature
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Convolution Layer — Choosing Hyperparameters

= Number of filters, K
= Filter size, F

= Stride, S

- Zero padding, P
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Rectified Linear Unit (ReLU) Layer

« Frequently used in combination with Convolution layers
= Do not add complexity to the network
= Most popular choice: f(x) = max(0, x), activation is thresholded at 0

f(x) = max(0,x)
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Benefits of Batch Normalization

= Batch normalization reduces the problem of internal covariate shift

— Internal covariate shift: Neural networks can be slow to train because of low learning
rates and careful parameter optimization — because each layer’s inputs change in
distribution during training

= |t enables higher learning rates
= It reqularizes the model

Source: Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate
Shift (https://arxiv.org/pdf/1502.03167v3.pdf)
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https://arxiv.org/pdf/1502.03167v3.pdf
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Pooling Layer

« Perform a downsampling operation across the spatial dimensions
« Goal: progressively decrease the size of the layers

= Max pooling and average pooling methods

= Popular choice: Max pooling with 2x2 filters, Stride = 2

Max pooling
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